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Abstract

Title: Using a Personalized Machine Learning Approach to Detect Stolen Phones
Author: Huizhong Hu

Advisor: Philip K. Chan Ph. D.

With the increasing number of smartphone penetration, mining smartphone data that make
smartphone smarter became a tepearch area, there are a lot of evedata which we

can usdo predict behavior or detect anomali@e privacy disclosureaused bytslen

or lost phonedecomesnincreasingly difficult problem that cannot be ignored. So we
design an anomalgietection system bgining patterngo detect stolen phones. We use a
pattern mining algorithm to abstract patterns from user past behavior cibrestruct a
personalized model angse ascoring functiorand threshold setting stratetyy detect

stolen everst Moreover, we apply our systdma data set from MIT Real Mining 8ject.
Experimental results shotlvat our system can detect 87% stolen events with 0.009 false

positive rateon theaverage.
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Chapterl
Introduction

Nowadays, with the develomirinternet, smartphones have become more and more
functional. It can be used to make videos, take pictures, contact with friends and so on.
Moreover, online payment cannot be feasible without smartphones. If your phone is lost or
stolen, nightmare will saobegin. You will worry about your property damage and

personal privacy disclosure. With global increasing presence of smartphones, crimes of
stealing phones has also been a huge problem. In the United States there are 113 phone
being lost or stolerveryminute According to the U.S. Federal Communications
Commission, there are nearly one third of robbery with smartphones involved. In 2012, 1.6
million Americans lost about 30 billion dollars because of smartphone crime. Shockingly,

3 million Americans beaae victims because ofiit 2013 The figure almost doubled in
2012[21].

AHow to detect phone stolen?d has become a di
Government and the Government of Mexico have developed some countermeasures. In

2012, anumber of communication companies including AT&T joined it and built a central

database of stolen smartphones. Thereafter, once a mobile phone is reported to be missing

and registered in the database, it will get a unique serial number correlated tdvitgrba

Then the Mobile Operator can block any connection about that number. Moreover, Apple

and Samsun use a different way to handle this issue. They provide a remote permission

about sending the phoneds | ocadataiathator r est or i

phone.
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However, all those solutions are not intellioc

they find their phone to be stolen. It will generally take a long time until they realize it.

We propose a machine learning solution which nia@ne itself to detect stolen status.

First of al |, we estimate usersd behavior by
sensors. After using the pattern mining apprc
construct a personalized model to detechaal@s. Once we have the model, we also

abstract patterns from test data and give scores for these patterns, normally within one

hour. Consequently, compare the scores to detect anomalies.

More specifically, we implement a modified pattern mining algoritbrabstract human
movement patterns and construct them into a personalized model. Moreodesigrea
scoring function thatan separate 86%uspicious behavidrom user activity which means
86 TPR with 0% FPRThen we frame a threshold setting strategdetecB87%anomalous
behaviorwith only 0.9% FPR.

The remaining part introduces this paperods or
on mobile phone data mining for different tasks in Chapter 2. Chapter 3 discusses the

structure and function ohé entire anomaly detection system. The details of experiment

and procedures will be presented in Chapter 4. In Chapter 5, we summarize the findings

and discuss



Chapter?2
Related Works

We will discuss some previous works on mobile phone data mining feratif tasks in

this chapter. Moreover, we will review some literature based on three separate problems,
which are locatiofrelated mining, applicatierelated mining and other data mining based
on mobile phones. The first section will introduce some iexjstpproaches on the basis of
mining location data. Subsequently, how present tectonics can predict applications is
briefly explored. Other approaches achieved by using data from mobile phones will be

introduced in the third section.

2.1 Data mining basedon location data

To detect suspicious behavior in private WLAN connections, an algorithm for temporal
location anomaly detection [1] is proposed to learn the distributions of location probability
by using a combination of sequence of time and locatian ttabrder to approach

anomaly detection, a modified Markov is employed to calculate anomalous scores that

represent differences and similarities of summarized location probability distributions.

In order to track lost phones, the author uses one hoandre€ Cell Tower ID as location

data and generates Cell ID Entropy which represents how fast or how far the cell phone

moves within this period of time [2]. Moreover, the author uses deviations of entropy for

t he past 3 hour s t ovementandrolassify datahsenormadusé gp hone 6 s
loss (static loss and dynamic loss), and timuii hourly call counts to Feediwvard

Neural Networks to predict whether the phone is statically lost, dynamically lost or

normally used.

In [3], the author presengs approach for largecale unsupervised learning and predicts
peopleds routines through the joint modeling

by using Latent Dirichlet Allocation probabilistic topic model. Firstly, the author builds a
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multimodal framework and joints representations for location and proximity to represent a

day as a multimodal bag of words. Then they I
work (W), home (H), out (O), and no reception (N) and quantize the number of ptexima

people into four prototypical groups: user alone, dyad (one person in proximity), a small

group (twa four people in proximity) and a large group (five or more people in proximity).

Further, they divide each day into eight timeslotg; ¢9, 911, 1214, 1417, 1719 and

19-24. After mining the topic by using LDA, they take the most probable combination of

location and proximity interactions in the model from previous data.

2.1 Data mining based on application data

Normally, Most Recently Used (MRU) aindiost Frequently Used (MFU) are two most
common ways to predict next applications. However, in [4], the author uses GPS data and
application data to predict what application will be used next. In addition, GPS data are
added and data mining is used to aehithis goal. Firstly, he preprocess data to detect the
location and transforms GPS geographic locations into semantic locations. Then a density
based clustering algorithm is utilized to find out where the user stays. And frequent app
uses are found andlareshold is given. Moreover, he finds the path the user stays, and
then builds a Mobile App Sequential Pattern Tree to represent the correlations between
locations and applications with path data. Then current data are compared with the path
model to fird the best match for predictioBimilar approach present by [16] which replace

GPS data with WLAN connection information.

Similarly, in order to advise several applications for users to choose from, in [5] the author
combines the lunch time and previoypkcation data to predict and advise applications.

Firstly the author uses three separate components, which are Usage Logger, Temporal

Profile Constructor and App Usage Predictor, to achieve this goal. The Usage Logger
component col | elistosy and soatairs unehpirpe andsAppd® The

Temporal Profile Constructor component first detects the periodicities of App. Then for an

app with periodicity set {P1, P2é}, separate

according to their behavior. Théor each group, count accumulated usage in 24 hours,
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and then calculate the mean and variance. Give a time and rate such as :( 09:23, 0.95). The

App Usage Predictor component is based on Che
theory, and gives a probitity-based scoring function to calculate the probability of each

application. And the max one serves as prediction.

The same as [5], in [6] the author uses the same data in different ways to achieve this goal.
First of all, the author abstracts threetfieas from the data and calculates the usage
probability for each app. Global Usage Feature gives a probability about the app which is
calculated by the total number of times that the app is used during the whole time. Similar
to Global Usage Feature, Tearpl Usage Feature gives a probability of the app usage

within a period of time. Similarly, Periodical Usage Feature has a usage habit. So it means
that the user uses that app frequently. Then the author gives this feature to count the
probability of thatapp used temporally. Then an algorithm is presented called Min Entropy
Selection which counts the entropy about each feature, and selects the best one for
prediction.

In [ 7], the author uses more data from smart
analysis of the context related to mobile app use, and builds prediction models to calculate

the probability of an app in different contexts. Firstly they build a context model for

application prediction, including sampling data, extracting features, aoetizing data.
Afterwards, a sample is create to describe t6#h
Then in the modeling context, he builds an inference to calculate the probability of apps

being associated with a given context using naiveB#MB) classifiers. Moreover, he

constructs an app model (appNB) for each app, which calculates only the probability of

that app for a single user. In the end, two functions are constructed for dynamic screen
applications to show users which app will Beammended: 1) present app shortcuts with

the n highest probabilities, and 2) highlight app shortcuts whose probability has increased

the most from its previous inference.



2.2 Data mining for other goal

I n order to recogni z[8],the autharcaledts Ateelerbnyeteraandt i vi t i €

Gyroscopebds data and using sever aSmilarl assi

with [14], firstly, they capture-&xial linear acceleration andaXial angular velocity at a
constant rate of 50Hz. Afteoise filtration, they sample the data into fixewith sliding
windows of 2.56 sec and 50% overlapped to segment the data. Moreover, after extracting
five features (mean, energy, standard deviation, correlation and entropy), six human
activities (walkirg, siting, standing, downstairs, upstairs and laying) are recognized by the
classification algorithms (J48 decision tree, the logistic regression, and the SVM). More
specifically, the improvement of past research is that they use gyroscope signals to solve

difficulties about classifier downstairs and upstairs activities.

Generally speaking, current methods to detect different kinds of events require domain
knowledge to determine the duration of an event and devise features. Howeveanieh [9]
[15], the aubor proposes that Genetic Programming based on the event detection
methodology can abstract and detect events from raw data and get great results from
experiments. Firstly, he defines a function set of GP, and then applies sliding windows to
operate the da with several functions: 1) differem@mporalfunctions: count value
differences between two time points; 2) window function: use 8 size data sets and
randomly [1,2S1] pick them to get one result for average, standard deviation, and sum of
differencesskew value of the selected points under the window; 3) multivariable time
series function: handle an event occurring in multiple variables, use the same way to
randomly pick variables and get one result: middle value, average, standard derivation or
values range; 4) spatially related multivariable function: deal with an event happening
depending on a region of spatial related variables. Similarly, it randomly picks a region of
values based on sliding windows, and give one of the values similar to maltieaiime
series function; 5) perturbed periodical
summarizes all time differences in 8 time points. Moreover, if the point goes as

uncompleted circles, it will be reported as negative.

fica

f unc



2.3 Contributionsof this work

Basically, the goal of this thesis is differérdm previous worksWe use the pattern

mining approach to deteahomaliesn order to alarm stolen phone events. Unlikely, in

[2], they use location data to generate one attribute that hedigsetct lost phone events,

rather than analyzing it deeply to mine behavioral patterns from it. Moreover, the lost event
is simpler than theft events. Instead of reacting to events three hours after, our system
reacts event three times fastfe use a seggntial mining algorithm and a frame work to

build personalized model to predict stolen with in hour.



Chapter3
Approach

Our goal is to use machine learnigorithmsto personalize user behavior in order to help
users automatically detect stolen phonesla pr ot ect usersd property
chapter, we will describe the algoritittratwe have explored and how we achieve the

main goal.

The learning and detecting architecture is shown in Fig. 1. It contains two procedures
which are behavior leammj procedure ananomalousletectng procedure. In the first part,
we usea pattern miningalgorithm[11] to abstract behavior patterns set by using raw data,

and then merge and process them into a personalized modsiffeeent with [20] which

use unspervised learningto | ust ering userds past behavior.

Similarly, the second part is to input new datzch is current behavior in this casad
after abstracting behavior patterns, insleein into a correlation detectingodel to get
anomalyscores ovea threshold, which means anomaloudbehavior and identify the
phone as stolen statuhe detecting model generated by multiple behavioral pattern

models from the model set learned from raw data.

Human Behavior Learning Process
. Model Set
(Location Data)

Past Behavior Pattern Set

Current Behavior Patterns Detecting Model
(Location Data)

Figure 1 & Overview of the whole system. It contains two main parts: human behavior
learning and anomalousbehavior detection

a



3.1 Data Preprocessing

Because the data containcation and recording time, the location contains area idrend

cell tower idwhich conrect the phone. Then we remove the data which are identified as

non-compliant (such as no signal, only time record or location only has area id without

tower id). We will explain the data more specifically in Chapter 4. Then we separate data

into the date @ered format in order to build seven daily models, which is the Monday

through Sunday model. The reason why we separate the original dataset into seven sub

datasets to build seven daily models is that most of human schedules is one weak,

signifying that he similar schedule will be repeated every seven days as last week. The

main reason we didnét separate data as weekdse
people, such as students, the activity cycle is around one week. Moreover, we still can

apply the sewe models into the weekday and weekend model.

Furthermore, we use a modified version of slidivigdow to separate orday dataset into

24 hourly subsets as shown in Fig@€eThe 24 hourly subsets are used to build 24 hourly
models to abstract human dallghavior into 24 models. Moreover, this windowlwdver

a two-hour time spacéancluding one current hour and two half hours shift from forward

and backward. More specifically, each hourly subset has three subsets. It not only contains
one hour data froroorrelated hour subsets which are cut on the hour (for example 1:00 am
to 2:00 am), but also has two shift hour subsets. Similarly, it shifts bortlerexdn half

hour to get shift subsets (for example 1:30 am to 2:30 am, 2:30 am to 3:30 am).

Additionally, the main reason we set one hour as the basic unit is that we want to detect
stolen phone within one hour after the phone is stolen. Obviously, the earlier you detect
stolen phone, the less property you will lose. Otherwise the detection will be mMeasing
Secondly, we use two hédfiour shifted datasets because one cyclical activity may not
always occur within exactly that hour, so we want to relax the data range. However, three
of the total sulilatasets still have one hour data overlapped on that thoisrmakinghat

hour data still have the main effect on the hourly subset.



1:00 am 3:00 am 5:00 am
model data | model data | model data
set set

/NN

11:30 pm [00:30am | 1:30 am —

model data | model data
set set

Figure 2 8 24 hourly data separation.

Each small square area represents one howllaiaiset. Each big square area represents

one hourly sullataset. Every three of small squares in the middle construct one hourly
subdataset on the side. So use a modified sliding window to build 24 hobdgtsu For
example, the three small green square datasets are the first widow, which constructs a big
green square hourly dataset. Likewise, the window slides to three small deep blue squares

to construct another hourtataset and so on so forth.

3.2 Sequential Pattern Mining

In order to extract human behavioral patterns, we use the&km@hNn Sequential Pattern

11:00 pm
model data
set

1:00 pm | 22:00 pm | 23:00 pmr,

model data | model data
set set

Mining (SPAM) algorithm[12] and using bitmap representatidii] and applying

Constraints to SPAM13]. The data that can be used in this alponiare sequence data
with time ordered. Table 1 shows an example of location database with three datasets; each
contains time and location record. The different Data set ID (DID) represents different

dat aset s, and

sequence database order by DID. Once the sequence database S contains subsequence s
over a Minimum Support threshold (MS) times with a given Gap Size (GS), then the

ilaodo, 0 boloctoms. TAbte® shovesjts e s e n t

t hr e
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subsequence s will be considered as an efficient patteegiresce S and it will be the

result.

For example, s ={c a}, when MS =1 and GS = 1, the subsequence s is efficient at all
datasets. But with MS = 1 and GS = 0, then s is efficient at datasets 1 and 2. Moreover,
when MS =2 and GS = 0, it is just efficientdataset 2.

Table 1 6 Example oftime movement databaseated by DID and TID

Data set ID
(DID)
1

Time ID (TID)| Location

WIWIWIW[WIN[ININININ]RP PP
QIRIWIN|IFPJO|R|WIN|P|OR|WIN|(F
ool |jTc|ojT|o ool |Oo|T|o |

Table 2 & Sequence for each data base

DID Location sequence
1 {a, a, b, c, a}
2 {c, a, ¢, a, b}
3 {c, b, a, c, c}

For the purpose of searching all possible combinations of efficient subsequence, SPAM
uses the deefirst search strategy to traverse the whole search tree. Figure 3 is an example
of the deedirst tree search with MS = 2 and GS =1 on dataset 2. Each node represents

one sequence search on S and counts how many times it occurs in theguantss as
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the support number. As is shown in Figure 3, SPAM first finds all locations as the

candidate set and begins with empty subsequence. Furthermore, SPAM keeps adding each
location from candidate set into the current subsequence. When the swjppioer iis not

small, then MS will be considered as an efficient subsequence and will keep searching on
that branch. Otherwise the whole branch will be pruned because if that subsequence is not
efficient, the longer subsequence will not be efficient eithieally, the result pattern set

will be all subsequence with its support number over MS as the frequency.

Candidate set :(a, b, c)
Pruned MS (Minimum support) =2
GS (Gap Size) =1

Data set sequence :{c, a,c¢, a, b}

{ {c a}2 } {c, b} 1 ] { a1 ]
|

[ |
I

[{c,a,a}l} [{c,a,lb}l} [{c,a,‘c}l

-

Figure 38 Example of deegpfirst tree search on sequence of DID 2. The gray squares mean
when the support number is below MS$it then will be pruned.

More specifically, to calculate the support number for each subsequence, the SPAM

algorithm transforms databases into the vertical bitmap format. Furthermore, two basic

steps are used to merge bitmaps to find support numbely Ritstgins with the bitmap of

first element in subsequence to appi$t8p to process that bitmap into what they call

transformed bitmap, it sets the positions with number 1 into 0 and sets the GS+1 numbers

of bits after intri thel,0.t Hdn tdet galpl sbiztes i &f ti &
this transformed vertical bitmap to do AND operations with next vertical bitmap to

generate a new bitmap, and replace the first two bitmaps with this new bitmap. Keep doing

these two operations untill @itmaps become one. Then the support number of this
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subsequence will be easily calculated by summing up all bits together. As is shown in

Figure 4, in order to seek the support number of subsequence {a, b}, we first take bitmap
of {a} and by using the Step process, transform it te{& with no gap. Then after
performing AND operation, get the result bitmap. Then by summing up all bits together,
we can know that sequence DID 1 and 2 contain subsequence {a, b}, and the support

number is one.

Table 3 8 Bitmap format transformed by Table 1.

DID TID {a} {b} {c}

1 1 1 0 0

1 2 1 0 0

1 3 0 1 0

1 4 0 0 1

1 5 1 0 0

2 1 0 0 1

2 2 1 0 0

2 3 0 0 1

2 4 1 0 0

2 5 0 1 0

3 1 0 0 1

3 2 0 1 0

3 3 1 0 0

3 4 0 0 1

3 5 0 0 1
| fat | | Sai | | b} | |ta, b}
1 Q 0 1]
1 1 0 4]
o} 1 1 1
o] 4] 0 1]
1 [} 0 1]
[+] Q 0 Q
1 1] 0 0
3D - JHEVEH) - Tk
1 0 0 0
0 1 1 1
o] (1] 0 1]
0 1] 1 1]
1 1] 0 1]
o] 1 0 1]
0 1] 0 1]

Figure 4 & S-Step process without gap.
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3.3 Modeling Patterns

After we apply thesequential pattern mining algorithm into each one of thehone

datasets, we can begin to build our personalized Model. Thewtratcture is shown in

Figure 5 We will explain each level from the bottom up. The first level is the pattern level
which contains a bunch of patterns and each pattern contains sequence and its frequency.
The second level is the pattern set level which we construct by patternsisagehieérated

by applying the SPAM algorithas explained in 3.® three ondour datasets. Hourly

Model sets are level 3, which has 24 hourly model sets and each model set is constructed
by three pattern sets form level 2. Furthermore, level 4 is daitlelsg@enerated by

multiple sets of daily data. The last level is Daily model sets which contain 7 model sets
through the whole week form Monday to Sunday. Each model set contains multiple daily
models through the whole data interval. For scoring purpossyilvmerge all daily

models in to one daily model and we will discuss it specifically in the next section (the
reason why we do not merge them in the first place is that we will applyldKCross
Validation approach in all daily models to set thresHol@sir Personalized Model is
constructed by all of these 7 models. The data separation operation that supports this

structure is introduced in 4.2.

Personalized Model

Daily Model Sets (Monday —
Sunday) Monday Tuesday Wednesday 0 0 0 4 0

. Second
Daily Models Monday I R TR R |

Hourly Model Sets e 4 b 0

Three Pattern Sets

Patterns

Figure 508 The whole structure of the Personalized Model
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3.4 Scoring Function

3.4.1 Scoring Similarity

Oneidea ofscoring a new behavior is to find the similarity between new and previous
behavior. More specifically, compare two pattern sets and calculate score similarity

between test pattern sets with correlated hourly model inets®mpalized model.

Firstly, we have to merge all correlation model sets from the personalized model into one
model set as the merged personalized model is used to calculate the score. To take Monday
model set (level 5) as an example, we merge all Mondlymadels (level 4) into one

Monday model. Additionally, we merge hourly model sets (level 3) correspondingly, and

the three pattern sets (level 2) will be merged into one model. At level 1, if two patterns are
the same, we will sum up all frequenciesaibgr; otherwise we simply copy the pattern

and frequency into the merged pattern set and all the frequencies will be divided by the
number of days in the end.

In order to score new data in the drmaur time period, firstly, we abstract a pattern set by
aplying the pattern mining algorithm in the new data. Then compare this pattern set with
the merged personalized model. Here we define 3 cases to analyze the similarity. The
example is displayed in Figufe As we can see, the first case means these tuerpaets

have the same pattern and the similarity for this pattern is the number of overlaps. Also, the
second case represents that the pattern only occurs in the training pattern set but the
similarity in this case is zero. Similarly, the third case ra¢he pattern in the test pattern

set is never seen in training before. So we define a way to calculate the similarityecore

call it SFz all formulas are shown below:

0 & "QEoh'o (1)

Y B ¥ 2
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-+ —

Yoi i 9 — (3)

Where "Ois frequency of pattern i in the personalizeddel, is frequency of patterin

the test pattern set, 80 means overlapped frequency valléis the superposition of all
overlapped pattern frequency valu€le reason why cases 2 and 3 are not considered is
because the overlapped pattern frequency is always ¥eiothe total number of
frequency m the personalized model; similarlyy is the total frequency value in the test
pattern set. Consequently, the score formula represents the percentage of overlapped
pattern frequency amount in training and test set, and then normalizes the value. More
specifically, if there are large numbers of frequency either in training or test set, it will

reduce the score value.

Personalized Model Test Pattern Set
{a} 10 {a} 4 01 =min (10, 4) = 4
Casel .
{b,c} 3 {b, c} 11 0,=min (3,11)=3
So _ Z?:u;nber of Patter in Casel Oi
Case 2 {d, e} 8 =0, +0,=4+3=7
Case 3 {ft 13 So4Se 7, 7

S s
Score = th = % ~ 0.29

Sp=10+3+8=21 S;=4+11+13=28

Figure 6 8 Example of scoring 3 caseBy calculate similarity.

3.4.2 Scoring Difference

Similarly, another wayo scoring a new behavior is to find the difference between new and
previous behaviogrit is kind of opposite of similaritiput calculating in different anglend

we call it SF2 More specifically, this time we compare two pattern sets and calculate
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difference between test pattern sets with correlated hourly model in the personalized

model.All formula are showrbelow:

O SO "Gs (4)
Y B )
YO £ 19— (6)

WhereO means the difference of the pattern frequen®/subtract test pattern frequency
from training pattern frequency which the pattern are same, then take absolutely value.
Moreover, the difference of pattern frequency for case 2 ands¥riequency subtract by
zero which equals to itselfhe example ofalculate difference is showing in Figure 7.

Personalized Model Test Pattern Set
{a} 10 {a} 4 D;=|10-4| =6
Case 1l
{b,c} 3 {b,c} 11 D,=13-11| =8
Case 2 {d, e} 8 D;=18-0|=8
Case 3 {f} 13 D,=]0-13]=13

number of Patter in Casel,2 and 3
SD = Z Di
i=1

=D, +D,+D;3+D,=35

Sp=10+3+8=21 S;=4+11+13=28

S 35
Score = —2— = ~ 0.71
SptS;  21+28

Figure 76 Example of scoring 3 caseBy calculate difference.
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3.4.3 Scoring by Machine Learning Algorithm

Additionally, instead of we manually give a scoring function, we alsaisana machine
learning algorithm like Decision Tré€4.5) [17]or Artificial Neural Network18] to

learn and modeling past pattern and give prediction for new behavior. More specifically.
As showing in Figure 8 and Table 4, we infaur numbersand itsidentity as its clast®

learn the model and we not only use user data bektnnal database of other usass

well to be training data. The data we also will introduce in chapter 3.5.2.

Personalized Model New User Patterns

{a} 10 {a} 4
Case 1

{b, c} 3 {b, c} 11
Case 2 {d, e} 8
Case 3 {f} 13

Figure 83 Example of four value of user input for learnt algorithm

Table 48 Input for learnt algorithm.

#1

#2

#3

#4

Class

10+3

4+11

13

User
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3.5 Selecting Threshold

3.5.1 Anomaly detection(User data only)

In order to classify whether a new action is normal or not, we use-B®KCross

Validation approach to set a threshold. Because of the personalized model that we
introduce in 4.3, one the daily (Level 5) model set has multiple daily models (Level 4).
Additionally, if there are k numbers of models, we mergerkodels as training mode by
usingthe scoring strategy that we introduce in the last section to score the remained model.
After doing k times of iterations with different K, we can get k score lists. More

specifically, each score list has 24 scores because each daily model has 24lmuadkls (

3) which correspond to 24 hours a day. Then we take 24 lowest scores across all score list
as our threshold list (the lower score is, the fewer similarity between training and test). We
referitasY (0 <= i <= 24) whi tbresholdeTpereboe,avhena each ho
new behavior comes, we calculate the score by merging all models in the personalized
model and using it as a training model. As long as the score is lower than the
corresponding threshold, weport it asananomalougvent We call this strategy as

Strategy 1.

All number of daily models (K models)

mmm) Score List 1
mmm) Score List 2

suoneJall awn y

mmm) Score List k-1
mmm) Score Listk

III o I
L]
L]
L

Training Validation

Figure 90 K-fold Cross Validation.
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Furthermore, we define a strategy that adjusts the threshiduoefalse positive rate

and we call it as Strategy Bistead of using the fixed thresholee reduce threshold from

Y (0O<=i<=24)tdY (0<=i<=24) every time when it detects a hew normal

activity as stolen because the score for the new activity is lower than the threshold.
Therefore, when next activity is close to the lagclassified activity, it will not be

considered as stolefihe main reason of that this adjustable threshold is because we

cannot guarantee that our system have not false alarm, therefor we want to adjust threshold

that avoid false alarm cause by sormailar normal behavior.

3.5.2 Using an external database of other users to help
determine thresholds

Moreover, compared to setting only one threshold to classify whether new behavior is

normal, we invent another thresh6M (0 <= i <= 24) which hato use external datasets

of other users. More specifically, the external dataset must have enough user data and then

use a similar way as 4.5.1 to s#t. Firstly, we find the highest score for other user form

dat abase (the ot hseeredasemnaldubehbvo) andtheosetai s c on
threshold between this and the closest higher user scoreoler, as is shown in Figure

10, we set”Y sawhich is not on the lowest user score, but between this user score and the
closet lower validatioscore. Then we predict events whose scoreds o as a normal
activity, behaWiand ¥ saswknown behdviertand betow will be

reported as stoleiVe call this strategy as Strategy 3

Moreover, we also use the falskarm data to decreasey O(0 <= i <=24)td’Y & (0

<=i<= 24) in order to enhance fierformance and called as Strategy 4.
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Use only user data to set Ty, Use external database toset T;," and T,

1

— Classified as normal

[~ Classified as normal T
o

— Report as unknown
T'U.I‘ T ’
uj

Report as stolen — Report as stolen

Score
L ]|l
|

Mormal behavior - Abnormal behavior

Figure 100 Use external dataset to set threshold

Furthermorewe use Table 5 to summarigieategy 1 to strategy. Fhey all use user data
only during training process, but Strategy 1 and Strategy 2 only use user data to set
threshold, Strategy 3 and Strategy 4 use both user and other data to set threshold.
Moreove, Strategy 1 and Strategy 3 do not adjust the threshwidg tesing. But
Strategy 2 and Strategyadijust its thresholduring tesing.

Table 506 Overview of Strateges on setting and adjust threshold.

No adjustment during test Adjust during test
Setting with user data only Strategy 1 Strategy 2
Setting with user and other data Strategy 3 Strategy 4

3.5 Naive anomaly Detection Systemby Using Hidden
Markov Model

Instead of usinghe approach we introducedhove we apply Hidden Markov Model to
detect stolen phones on our data set.
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Firstly, weseparate one day data into 24 sub data sets represent 24 hourstthealagh.

Then findall locations appeadin that hourand takeop 10 as bservatiorstates.
Moreover, use an additionabservation stateepresents all other locatio¥e replace all

locationswith thesell observation states.

Secondly, after we p@ll past sequential data into HMM algorithm to leageasonalized
model, we usé¢his model teestimatea probability foreach sequence in thalidation data
to setathreshold using Strategy 1. Andwhen& w i ncomi ng sequencebs

lowerthan this thresholdt will be predicted as stolen.
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Chapter4
Empirical Evaluation

In this chapter, we first describe what kind of data we have used in this thesis, followed by
the way to evaluate the algorithmSection 3.2Moreover, the procedures wile

explored in the last section.

4.1 Data Description

In this thesis, the datwe use are from previous wddl0]. The project named Reality

Mining was conducted at MIT Media Laboratory. The data collected from smartpbfones

94 individuals working or stwdng ata university from September 2004 to June 2005. It
contains Calll |l ogs, Bluetooth devicesd connec
and status of mobile phones. Of these 94 subjects, 68 were working or studying in the same

place on main gapus which contains ninety percent of graduate students and ten percent

of staff, and the other 26 subjects were new students from the business school in the

university.

Staff on main campus

Student from business school

Data contains:

Cell logs

Bluetooth data
Cell tower ID
App usage
Status

Graduate student on main campus

Figure 1106 Discretion of Data
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For each user, after prepessing data, we got three separate parts of data: cell tower

transition time and cell tower Id pair (2&rr2005 16:42:35, 24127.0011) which represent
location information, log time and application name pairJ262005 16:39:51 Menu)

and time and actity pair (26Jan2005 16:57:3@) which use 1 and 0 to represent whether
the phone is being used or not. Moreover, for efficiency purpose, we eliminate the data in
less than 120 days of sampling period. Therefore, 42 remained after elimination and data

sizeof each useis shown in Figure 12

However, the 42 datasdt] were still not as good as we expect: there are lots of blank

intervals in the data. For example, one dataaligation is shown in Figure 1Bach pixel

with color represents one locatioecord and different colors mean different locations.

Likewise, black pixels mean no data. More specifica{hgxisrepresenttour ofday from

00:00 to 23:59, and thé-axismeans day axisorted out by its datés we can see that

most of the spaceacecover ed by bl ack pixels which means
than halfof hisdaily life. Moreover,we definevalid data rates percentages of pixels with

color in this data set represent percentages of time the user data has his location record.

300

250

(Aep) azis exeq

-
=)

0

S

‘

User

0

Figure 1206 Ranked User Data. Data size over red line (120 ga) will be used in this thesis
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Figure 130 Visualization of #23u s er 6.s

FEH

0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.9

dat a

Valid data rate

Figure 140 Valid data rate for 42 users.
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Additionally, the valid data rate for 42 users o¥20 days are shown in Figure. s we

can see, more than 50% of the data are blank or invalid, and worst still, the valid data rate

is only 15%.

4.2 Evaluation Criteria

To measure our system, we will useveralkriteriabelowto evaluate the algorithms:

1. True Positive Rate (TPR)

YO Y —— (7)
2. FalsePositive Rate (TPR)

00 Y —— (8)
3. Area Under theROC Curve (AUC)
The results of clagétations are shown in Figure 15

Prediction

Positive Negative

T F

o
>
b=
S
o

Figure 150 Classifications table

TP is denoted as True Positive, and will be counted only when the phone is defined as
stolen and the algorithm predicts correctly. FN means False Negative and will be counted
when the algorithm cannot detect stolen status. Similarly, FP represents Siise Bod

will be counted when user still holds the phone but the algorithm gives an alarm, and TN
means True Negative, and wil/l be counted

wher
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Moreover, we give a modified TPR and FPR to measure unknown fiwedias shown in

Figure 16 And two formulas are given to calculate the unknown rates for positive and

negative The unknown predictions are caused by threshold setting strategywsich

explored in 3.5. 2, behakiasooretbdtvecerily nando Yhaewilldpe us er 6 s
classified as UN(unknown negative) and ot her ¢

thresholds will be classified as Ynknownpositive).

All modified formulas are shown below:

YO Y —— (9)

o0 Y —— (10)
Unknown Positive Rate (UPR)

YO Y —— (11)
Unknown Negative Rate (UNR)

YOY ——— (12

Prediction

Positive | Negative " Unknown ‘

]
=
=
v
o]
o

Figure 160 Classifications tablewith unknown prediction
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For AUC, it is area under Receiver Operatingatacteristic (ROC) CurveX axisof ROC

represents FPR, and Y axis represents TPR. So we will use different threshalds et
to detect stolen phone to draw the ROC and calculate the ACU for that curve. Those are

measurements of scouring the functionds perfc

4.3 Experimental Procedures

Experiments will be presented by learnimerspast behavior and detecting tol

behavior after. We take one of the user as the phone owner, and our experiment will take
one data set from 42 datasfit8] which represent the owner of the mobile phone, while

the rest of datasets represents thief. Moreover, we take 60 present dataidginal sets as
training data, and combine reset with a data set group one day data from each user as test

data. Also, we group another eaday data from each user as validation data to apply 3.5.2.

Furthermore, after building a personalized modelHat typical user, we use the feur
threshold selecting strategy (3.5) to construct four different detecting models, and then use
TPR and FPR to measure their performance, and use ROC and AUC to evaluate the
scoring function. Furthermore, after doing 42 akpents with different data from datasets

as phone holder, we take the average performance for comparisons and discussions.

4.4 Experimental Results

4.4.1 Anomaly detection

In this and next subsection, we will experiment all threshold setting stiayegmng

scoring functiorSF1in section3.4.1for evaluating their performance.

Firstly, we use user data only to set a threshold, which means there is an absence of
validation set but k fold is used cross validation to set a threshele introduce in

3.5.1, we cal the fixed thresholdetting method as Strategy 1 and call an adjustable
threshold setting method ag&egy 2. As shown in Figur& ind Table 6we can see that
TRP are quite same but FPR for Strategy 2 is lower than Strategy 1 and shows our

adjustable threshold setting method decreases FPR a lot.
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Table 6 8 Average TPR and FPR for anomaly detection

TPR FPR
Strategy 1 88% 7%
Strategy 2 87% 5%
0.9
0.8
- Strategyl
0.6 TPR
05 FPR »
Strategy2
04 TPR

FPR
0.3

0.2

0.1

Users

Figure 170 TPR and FPR for Strategy 1 and Strategy 2

4.4.2 Using an external dataset of otheusers to help
determine thresholds

In this section, we evaluate two methods to set thresholds with an external dataset of other
users as daussed in 3.5.2. We call tiiged threshold setting methas 3Srategy 3, and

the adjustble threshold setting niedd asStrategy 4 Both of themwill output unknown
predictionwhent h e b e scaraisibaiweénghose two thresholdss shown in Table

7, these two strategies have much lower FPR compared to Strategies 1 and 2. Moreover,
they also very lowPRcompargo TPR and the reducing TPR is because there are lower
than 1% TP be classified as UP.
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Table 78 Average TPR, FPR, Unknown rate for other and user

TPR FPR UPR UNR
Strategy 3 87.5% 1.0% 9.8% 46.1%
Strateqgy 4 87.3% 0.9% 9.4% 46.3%

Science adjustment threshold reduces the FPR with slightly decreasing TPRgise we
the performance table ofY  in order to show how wethe Besicase scenario can do.

“Y is the lowest threshold. By using that all the time we can yield no false positives in
the test set. Comparing Table 8 to Table 6 and Tahie ¢an see that even with zero FPR,
our algorithm still maintains a high positive detection ristereover, because thi¥ is

the bestlassifierthresholdwve can do on FPR, so we can basically compéare with "Y
and”Y ato see howelosethey are to the best of circutances. As we can see in Table 8
“Ya¢'Y isgreaterthaflY &°Y it meansY ais better classifier threshold thav
because it closer toY compare with'Y a2 howeverthey botharevery close to best

threshold.

Table 8 8 Performance Table of using—ﬂm i

Tu / Tmin 1.016
Tu'/ Tmin 1.041
TPR of Tmin 86.1%
FPR of Tmin 0%

4.4.3 Scoring Finction

In this section, we will compare performance of 2 manually designed scoring functions,

HMM and several learned siiog functions.
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4.4.3.1 Train with User Data Only

The first compare iSF1, SF2 and HMM, SF1 isnaanually desiged Scoring Function

(SF1) as we discuss in 3.4, and we measure similarities between two Etemns
introduced in 3.4.1For second Scoringunction (SF2), we calculate difference between
two pattern setas we discussed in 324 The last is HMM, as we proposed in 3.4.3 is use a
HMM to learn past behavior by preprocessing data into our modified vekéavaover,

AUC valuesshowing in Table 9we calculate AUC for SF5F2and HMMwith FPR

below t01%, we can see SF1sghtly higher than SFR means with same FPR, it
classifieranomalousehavior better than SFRowever, they bothigherthan naive

HMM becausehey can classifier much et than HMM.

Table 96 AUC for SF1,SF2and HMM (FPR under 1%)

SF1 SF2 HMM
AUC [0.008005/0.008007/0.003015

4.4.3.2 Train with User and Other Data

Moreover, we modified the Decision Tree (C4.5), Decision Tree with Pruning approach
(C4.5P), Random Forest (RF) and Atrtificidkeural Netwoks (ANN) as learning

algorithms and training set for all those machine learning algorithm includes not only user
data but arexternal database of other usasswell.As we introduced in chapter 3y

our algorithm it is one class problethpse method that we proposed befiwes nouse
datafrom other users in thgainingset, butheexternal databas# other usefor setting

threshold. So all machine learning algorithm has potential advantage on this experiment.

After training, we pedict whether a new behaviorliseror not. Theperformance is
shown in Table 10Scoring functions and HMM are above red line means they train with

user data only and below machine learning algorithm train with both user and other data.
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As we can seRF hashigher TPR. Howeveit has a false alarm rate of &5wvhich we

think is too high in daily 1ife, because the
higher than losing it, and then the low FPR is much more important than high TPR in daily
life. Although these learned scoring functions has higher FPR but still have higher TPR,

and they get more data for training that the reason they can do batter on FPR.

Table 10 6 Performance of all scoring functions(average)

TPR FPR
SF1 87.9% 0.9%
SF2 87.6% 1.0%
HMM 37.9% 33.5%
C4.5 92.0% 7.6%

C45-P | 92.0% 8.0%

RE 93.0% 6.5%
ANN 89.0% 10.0%

4.4.4 Relationship between valid data rate and
performance

As we can see in Figuré1the FPR has a negative cortigla with valid data rate. It
decreases with increasing valid dat@esaand as showing Figure 19the TPR is not
really changewithVati Dat a rates changes, so we can obs
rate is highly effect FPR but FPR.

Moreover, after visualizing the datas is shown ifFigure 20 as we introduced in 4.1,
eachpixel with color represents one location record and difitecelors mean different
locations. Likevise, black pixels mean no dak¥axis represents hour of day anehXis
meangday in the data séf¥e can easilyecognize that the data set with no pat{g8)or
low valid date rat¢#23) as two pictures showing in FigurelZfs weak performance on
FPR and data set with higher valid data rate (#5 and #38) have loweiTRBRfore, data

with low valid data rate iaot very suitable foanomalougletection.
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Figure 200 Example of data visualization
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